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ABSTRACT
Intention recognition is a pillar of human-human communi-
cation and has also been extensively studied for human-robot
interaction. In this position paper we propose an approach
to merge NLP intention recognition with task planning. Our
goal is to obtain a robotic system that supports older adults in
daily tasks by predictively inferring intentions from spoken
u�erances.
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2 pages.
DOI: 10.475/123 4

1 INTRODUCTION
One of the pillars of human-human communication is inten-
tion recognition. �e ability to predict and understand what
others will do gives us clear advantages compared to other
species [12]. �e same holds for a robot involved in human-
robot-interaction - ”reading the mind” of the human makes it
possible for the robot to be pro-active and act on incomplete
or incorrect information. It also makes it possible for a social
robot to assist a human without explicit commands. Robots
capable of this will give rise to ”a fundamentally new kind
of collaboration between humans and robots” [3]. Intention
recognition for robots in general has been thoroughly ad-
dressed in our earlier research, both at the sensory motor
level [1], and at higher levels [4] with several interaction
modalities. Speech is o�en a preferred mode of interaction
for applications with robots in health and eldercare [11], yet
it o�en requires integration with other sensorial modalities
in order to ground information to physical reality.
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Numerous methods to infer human intention from sen-
tences of varying linguistics types have been suggested, and
deep learning methods using word embeddings and Recur-
rent Neural Networks represent state of the art for this task.

Word embeddings techniques such as GloVe [9] and Word2Vec
are recent approaches to create word representations as
dense vectors that capture both semantic and syntactic infor-
mation. Word2Vec uses local context windows methods to
learn the representations, while GloVe combines such meth-
ods with global matrix factorizations, such as the words’
co-occurrence matrix. Both algorithms are data-driven and
rely on statistical information of words in the training cor-
pus.

Supervised learning methods for intention recognition
can be implemented on top of such word embeddings. Given
an u�erance, intention can be extracted as a desired user
action and associated parameters or slots. Yoon Kim [7]
shows how convolutional neural networks trained using
pre-trained word vectors can be utilized for sentence clas-
si�cation, achieving results comparable to other state of
the art methods. Joo-Kyung Kim at al[6] enrich word em-
beddings with information taken from di�erent semantic
lexicons, such as WordNet, PPDB and the Macmillan Dic-
tionary. �ey modify initial o�-the-shelf word embeddings
by taking into account synonyms, antonyms and context re-
lated words. �ey then use a bidirectional Long Short Term
Memory (LSTM) model for intention, slots and domain clas-
si�cation, leading to increased classi�cation performance
compared to methods based non-enriched word embeddings.

Intention recognition can be combined with task planning
in the context of human-robot collaboration. In this case
intention recognition is carried out in the task’s execution
context, and the robot has to keep an updated belief on how
the collaboration with the user will proceed in order to decide
how to act in the most useful way. �e collaboration can then
be modeled in a shared planning space in which both the user
and robot plans are merged. Also for this task it is necessary
to estimate the user’s intent, represented by the user’s goal
and current plan. Work in this direction has been carried on
by Sa�ar et al. [10]. �ey generate an Activation Spreading
Network (ASN) starting from an Hierarchical Task Network
(HTN). �e activation that �ows through the ASN represents
the recognized user intention, and the path with the highest
activation will be considered as the most probable user plan.
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Planners have been previously used in robotics together
with imperative sentences that de�ne new planning goals[5,
8]. Imperative sentences can be used to direct human collab-
oration with a robot, yet a true adaptive and intent-driven
collaboration still has to be achieved for complex and shared
tasks.

2 OBJECTIVES
Our overall goal is to design an intention recognizing system
that combines speech understanding with task planning.

In an assumed scenario, an older adult wants to eat, gets
up from the chair and moves towards the kitchen. �e adult
may use an explicit imperative command such as ”Make
me a sandwich”, or an implicit declarative sentence such
as ”I am hungry”. Both sentences could represent the same
underlying intention of asking for help with a sandwich, but
require di�erent inference mechanisms.

Further investigation will be carried on in the context of
dialog management. �e user can interact with the system
through dialogs in order to clarify its intent or to change
the current state of the system, for instance by changing
parameters associated to the current behavior or by issuing
new commands.

�e system’s goal is to keep the user satis�ed. An initial
set of user needs will be hardcoded, and the user will also be
able to add new needs. In order to have successful dialogs
with the user, the user intent will be inferred and a belief
for the user’s mental state will be continuously updated.
�e robot will pro-actively carry out dialogs to check if it
should execute a certain task, when uncertainty is present.
�is could also be carried out in order to learn over time
the desired behavior associated with the user. Grounding to
physical objects will be done by extending earlier work[2] in
which priming in semantic networks was shown to reduce
perceptual ambiguity in intention recognition. Visual-sensor
based intention recognition will later be integrated.

3 RESEARCH TASKS
We will develop algorithms to infer human intention from
sentences of varying linguistics types, and deep learning
methods for NLP focused on word embeddings and neural
networks will be employed for this task. Further investiga-
tion will be carried out in the context of dialog management,
having the goal of adjusting the system’s behavior from
dialog with the user.

Intention recognition and dialog management will be in-
corporated in the robot’s task planner. In a possible approach,
the planner will be equipped with static goals (such as keep-
ing the user satiated), and u�ered declarative sentences will
add facts to the current state. �e planner will schedule the
robot’s actions depending on context (e.g. hour of day) and

current value of user’s estimated state. New goals and recur-
rent goals and procedures are added by the means of dialogs
with the user. �e planner will then generate a plan that
takes into consideration the user’s intention. In this way, by
taking into account the dialog management, the planner is
used as a reasoning tool for implicit intention recognition,
rather than a problem solving task planner.
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